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Abstract

We consider the following problem: given the first d Newton sums of a degree d polyno-
mial P , recover the coefficients of P . We propose fast algorithms to perform this conversion
for polynomials over the p-adic ring Zp. As an application, we deduce a new algorithm to
compute the composed product of polynomials over the finite field Fp, whose bit-complexity
improves the known results by a factor of log d in many cases.

1 Introduction

Univariate polynomials are usually represented by their coefficients in the monomial basis. An
useful alternative representation is provided by the power sums (or Newton sums) of their
roots. For instance, this representation was used for algorithmic purposes by [9] to speed-up
the computation of a special kind of bivariate resultants, the composed products. For us, this is
a typical example of an operation on univariate polynomials for which the Newton sums provide
the appropriate data structure of the input polynomials. Other applications of Newton sums
concern the computation of characteristic or minimal polynomials [19, 28, 31], the manipulations
of symmetric functions in the context of algebraic elimination [18, 32, 11, 14, 12, 13, 25, 6],
polynomial factorization [33], etc.

Let k be a field and let P be a polynomial of degree D in k[X]. The coefficients of P are
uniquely determined by the first D power sums of its roots, at least if k has characteristic zero
or larger than D. If k has positive characteristic p, the one-to-one correspondence between
Newton sums and coefficients is no longer valid. However, under the stronger hypothesis that
the multiplicities of all the roots of P are less then p, the first 2D power sums of P suffice to
uniquely determine its coefficients.

From the computational point of view, one is interested to perform efficiently the conversions
between the two representations. Newton formulas, which relate coefficients to power sums of
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roots, provide a straightforward algorithm to make these conversions, which has quadratic
complexity in the degree D.

Fortunately, faster conversion methods exist. As far as we know, Schönhage [27] was the
first to propose such a method, in the context of devising numerical root-finders for univariate
polynomials. Over fields of characteristic zero, his algorithms extend to an exact setting as well,
see [21, Appendix A] and [1, Problem 4.8]. Moreover, Schnhage’s algorithm for translating a
polynomial to its Newton representation remains valid over fields of any characteristic, while
his algorithm for the converse direction works over fields of characteristic large enough.

The question of converting power sums of roots to coefficients for polynomials over fields of
small characteristic is more delicate and many efforts have been done to bypass its difficulty.
Historically, two kinds of approaches were proposed: on the one hand, the techniques of recursive
triangulation originated by [16], on the other hand, those using fundamental sets of power sums
of [28, 1, 22, 24]. The best currently known solution is that of [24].

In this paper, we restrict to a class of fields of positive characteristic, including the finite
field Fp. We consider the following kind of situation: one is given some polynomials in Fp[X] and
wants to perform an operation on them whose result also lies in Fp[X]. We suppose moreover
that for this operation the representation by Newton sums is appropriate, that is, it has a simple
interpretation on the coordinates of the input polynomials in the new representation.

2 Notation

Arithmetic complexity. To give complexity estimates over a ring R, we introduce a function
M : N → N such that M(d) denotes the complexity of degree d polynomial multiplication in
R[X], in terms of number of operations (+,−,×) in R. We suppose that the multiplication
time function M verifies the inequality M(d1) + M(d2) ≤ M(d1 + d2) for all positive integers
d1 and d2; in particular, the inequality M(d/2) ≤ 1/2M(d) holds for all d ≥ 1. We also
make the hypothesis that M(cd) is in O(M(d)), for all c > 0. The basic examples we have
in mind are classical multiplication, for which M(n) ∈ O(n2), but also fast multiplication
algorithms like Karatsuba’s [17] with M(n) ∈ O(n1.59). Better, using Fast Fourier Transform
(FFT) algorithms, we have M(n) ∈ O(n log n) if the base ring has enough primitive roots of
unity, and M(n) ∈ O(n log n log log n) unconditionally [29, 26, 8]. Our references for matters
related to polynomial arithmetic are the books [1, 7, 10].

Bit complexity. Let next Mint : N → N denote the complexity of integer multiplication,
such that two numbers of bit-size b can be multiplied in Mint(b) bit operations. Using FFT
algorithms, Mint(b) ∈ O(b log b log log b)). The following lemma gives the main properties used
in the sequel.

Lemma 1. Let M in N and R = Z/MZ. Then:

• All operations (+,−,×) in R can be performed for Mint(log M) bit operations.

• If a, b are in R and b divides a in R, then one can compute c in R such that a = bc in
Mint(log M log log M) bit operations.

Proof. See [10, Corollary 11.10].

Others. Let P be the power series
∑

i≥0 piX
i. The notation [P ]ba designates the polynomial∑b

i=a piX
i.
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3 Basics on Newton sums

We begin by recalling some useful results concerning Newton sums of polynomials. The next
lemma gathers together the most basic facts that will be used in the sequel. These results are
classical; for instance, the equalities in (ii) are commonly known as Newton’s formulas and
those of (iv) as Waring’s formulas [20], see also [4, Ex. 6, §6, Ch. A IV].

Lemma 2. Let F be a field, let P = Xd + A1X
d−1 + · · ·+ Ad be a monic polynomial in F [X]

and let Si =
∑

P (x)=0 xi be its Newton sums, for i ≥ 1. Let P ∗ be the reciprocal polynomial
of P . Then:

(i) the power series expansion of (P ∗)′/P ∗ in F [[X]] equals −∑
i≥0 Si+1X

i.

(ii) for any 1 ≤ i ≤ d, the equality iAi + S1Ai−1 + · · ·+ Si = 0 holds.

(iii) for any 1 ≤ i ≤ d, the Newton sums of the polynomial Xi+A1X
i−1+· · ·+Ai are S1, . . . , Si

respectively.

(iv) for all i ≥ 1, the following formula holds

Si

i
=

∑

µ1θ1 + · · ·+ µrθr = i
µ1 > 0, . . . , µr > 0
θr > · · · > θ1 > 0

(−1)µ1+···+µr
(µ1 + · · ·+ µr − 1)!

µ1! · · ·µr!
Aµ1

θ1
· · ·Aµr

θr
.

Proof. (i) Let x1, . . . , xd be the roots of P in an algebraic closure of F . Then P ∗ =
∏d

i=1(1 −
xiX), so its logarithmic derivative equals

∑d
i=1− xi

1−xiX
= −∑d

i=1(xi +x2
i X +x3

i X
2 + . . . ). The

latter sum is equals −∑
i≥0 Si+1X

i, and this proves the first assertion.

(ii) simply follows by equating the coefficients of Xi−1 on both hands of the equality (P ∗)′ =
P ∗ × (−∑

i≥0 Si+1X
i) in F [[X]].

(iii) is a direct consequence of (ii).

(iv) We will show that the generating series of the sequences on both sides of the formula are
equal. First, by formally integrating the equality at point (i), we deduce that the generating se-
ries

∑
i≥1

Si
i Xi equals −ln(P ∗). On the other hand, using the Taylor expansion

∑
i≥1(−1)iXi/i

of −ln(1 + X), we see that

−ln(P ∗) =
∑

µ

(−1)µ(A1X + · · ·+ AdX
d)µ

µ
.

Now, the multinomial formula shows that the monomials of degree i that appear in the
right-hand of the previous sum are

(−1)µ1+···+µd

(
µ1 + · · ·+ µd

µ1, . . . , µd

)
(A1X)µ1 · · · (AdX

d)µd

µ1 + · · ·+ µd

for all d-tuples (µ1, . . . , µd) of non-negative integers such that i = µ1 + 2µ2 + · · ·+ dµd. Up to
a convenient renumbering of the indices, this finishes the proof of the last assertion.
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4 The fundamental inequality

Let p be a prime and Zp the ring of p-adic integers and Qp the field of p-adic numbers, the
p-adic valuation being denoted by v( · ). Note that v(xy) = v(x) + v(y) for all x, y ∈ Qp and
also that v is non-archimedian, that is, v(x + y) ≥ min{v(x), v(y)}, for all x, y ∈ Qp.

Let us also define w : N>0 → N by w(i) = blogp(i)c; in other words, w(i) is characterized
by the inequalities pw(i) ≤ i < pw(i)+1. Note that for i ≥ 1 we have that v(i) ≤ w(i); note also
that w is increasing and verifies the inequality w(x) + w(y) ≤ w(xy), for all x, y ≥ 1.

We state now the crucial inequality on which are based all the results of this paper. In-
tuitively, it asserts, in its simpler form (see Corollary 1 below), that two polynomials over Zp

whose Newton sums are close with respect to the p-adic topology, also have their coefficients
almost as close. In the sequel, we will actually need the stronger version that we state now.

Theorem 1. Let P and Q in Qp[X] be two monic polynomials of degree d, with

P = Xd + A1X
d−1 + · · ·+ Ad, Q = Xd + B1X

d−1 + · · ·+ Bd.

Let (Si)i≥1 and (Ti)i≥1 be the Newton sums of P and Q:

Si =
∑

P (x)=0

xi, Ti =
∑

Q(x)=0

xi.

Let 1 ≤ i ≤ d and α ∈ N be such that

• v(Si − Ti) ≥ α;

• for all 1 ≤ j < i, Aj and Bj are in Zp and v(Aj −Bj) ≥ α− w(j).

Then the inequality v(Ai −Bi) ≥ α− w(i) holds.

Proof. We start by a lemma; by convention, the empty product equals 1.

Lemma 3. Let r ≥ 0, let X1, . . . , Xr and Y1, . . . , Yr be indeterminates over Z. For any r-uple
(µ1, . . . , µr) in Nr, the polynomial Xµ1

1 · · ·Xµr
r − Y µ1

1 · · ·Y µr
r can be written

∑r
i=1 ∆i(Xi − Yi),

with ∆i ∈ Z[X1, . . . , Xr, Y1, . . . , Yr] for i = 1, . . . , r.

Proof. We proceed by induction on r, the case r = 0 being obvious. Suppose now that the
result holds for some r ≥ 0; we prove it for r + 1. Let us then consider a product of the form
Xµ1

1 · · ·Xµr+1

r+1 − Y µ1
1 · · ·Y µr+1

r+1 . We rewrite it as

Xµ1
1 · · ·Xµr

r (Xµr+1

r+1 − Y
µr+1

r+1 ) + Y
µr+1

r+1 (Xµ1
1 · · ·Xµr

r − Y µ1
1 · · ·Y µr

r ).

To deal with the first term, we rewrite (Xµr+1

r+1 −Y
µr+1

r+1 ) as (Xr+1−Yr+1)
∑µr+1−1

i=0 Xi
r+1Y

µr+1−i−1
r+1 .

The second term is dealt with using the induction hypothesis.

Applying the last part of Lemma 2 for both polynomials P and Q, we obtain by subtraction

Si − Ti

i
=

∑

µ1θ1 + · · ·+ µrθr = i
µ1 > 0, . . . , µr > 0
θr > · · · > θ1 > 0

(−1)µ1+···+µr
(µ1 + · · ·+ µr − 1)!

µ1! · · ·µr!
(Aµ1

θ1
· · ·Aµr

θr
−Bµ1

θ1
· · ·Bµr

θr
).
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In this sum, the term corresponding to r = 1, θr = i, µr = 1 equals −(Ai −Bi). Rewriting the
formula to isolate this term shows that Ai −Bi is given by

Ti − Si

i
+

∑

µ1θ1 + · · ·+ µrθr = i
µ1 > 0, . . . , µr > 0
i > θr > · · · > θ1 > 0

(−1)µ1+···+µr
(µ1 + · · ·+ µr − 1)!

µ1! · · ·µr!
(Aµ1

θ1
· · ·Aµr

θr
−Bµ1

θ1
· · ·Bµr

θr
). (1)

Now, using Lemma 3, and the fact that the coefficients A1, . . . , Ai−1 and B1, . . . , Bi−1 are in Zp,
we remark that any term of the form Aµ1

θ1
· · ·Aµr

θr
−Bµ1

θ1
· · ·Bµr

θr
belongs to Zp[Aθ1−Bθ1 , . . . , Aθr−

Bθr ]. Thus, the sum in Formula (1) can be written

∑

θ,µ

(−1)µ1+···+µr
(µ1 + · · ·+ µr − 1)!

µ1! · · ·µr!
(
c
(θ,A,B)
1 (Aθ1 −Bθ1) + · · ·+ c(θ,A,B)

r (Aθr −Bθr)
)
, (2)

for some coefficients c
(θ,A,B)
i ∈ Zp, and where θ = (θ1, . . . , θr) and µ = (µ1, . . . , µr) satisfy the

same conditions as in Formula (1). Regrouping terms, we deduce an equality of the form

Ai −Bi =
Ti − Si

i
+

∑

1≤j<i

γj(Aj −Bj), (3)

for some coefficients γj ∈ Qp. Let then j be in 1, . . . , i − 1; we now proceed to estimate the
valuation of γj(Aj −Bj). To this effect, we note that the term Aj −Bj possibly appears several
times in the sum of Formula (2): we inspect each of its occurrences.

Let thus θ = (θ1, . . . , θr) and µ = (µ1, . . . , µr), with 0 < θ1 < · · · < θr < i, µk > 0 for
1 ≤ k ≤ r and µ1θ1 + · · ·+µrθr = i, be such that θk = j for some 1 ≤ k ≤ r. The corresponding
coefficient µk then satisfies the inequality jµk = θkµk ≤ i. The inequality w(x)+w(y) ≤ w(xy),
valid for all x, y ≥ 1, shows that w(j) + w(µk) ≤ w(jµk). Since w is increasing, we deduce that
w(µk) is bounded from above by w(i)−w(j), which implies that v(µk) admits the same upper
bound.

Now, the corresponding term in Formula (2) is (up to sign)

(µ1 + · · ·+ µr − 1)!
µ1! · · ·µr!

c
(θ,A,B)
k (Aj −Bj),

which we rewrite as
(

µ1 + · · ·+ µr − 1
µ1, . . . , µk − 1, . . . , µd

)
c
(θ,A,B)
k

Aj −Bj

µk
= δ

(µ,θ,A,B)
k

Aj −Bj

µk
,

where δ
(µ,θ,A,B)
k belongs to Zp. Due to our previous upper bound on v(µk), the valuation of the

above term admits the lower bound v(Aj−Bj)−w(i)+w(j); by our assumptions, this is bounded
from below by α−w(i). Summing all such contributions, and using that v is non-archimedian,
we deduce that the valuation of γj(Aj −Bj) admits the same lower bound.

Next, recall that by assumption, v(Ti−Si
i ) = v(Ti − Si)− v(i) ≥ α− v(i); since v(i) ≤ w(i),

we obtain the inequality v(Ti−Si
i ) ≥ α − w(i). Finally, we can deduce from Equation (3) and

the above discussion the inequality v(Ai −Bi) ≥ α− w(i). This concludes the proof.

A straightforward consequence of Theorem 1 is the following corollary which will not be
used in the sequel, but which merits however to be stated. Intuitively, it asserts that two
polynomials over Zp whose Newton sums are close with respect to the p-adic topology, also
have their coefficients almost as close.
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Corollary 1. Let P and Q in Zp[X] two monic polynomials of degree d, with

P = Xd + A1X
d−1 + · · ·+ Ad, Q = Xd + B1X

d−1 + · · ·+ Bd.

Let (Si)i≥1 and (Ti)1≤i≤d be the Newton sums of P and Q and let α ∈ N be such that

v(Si − Ti) ≥ α, for all 1 ≤ i ≤ d.

Then the inequality v(Ai −Bi) ≥ α− w(i) holds for all i ≥ 1.

5 Algorithms

Let P be in Zp[X], with P = Xd +A1X
d−1 + · · ·+Ad, let (Si)i≥1 be its Newton sums. The aim

of this section is to propose efficient algorithms which, given the Newton sums of P truncated
at a certain precision α > 0, recover the coefficients of P at some smaller, but still positive
precision.

An immediate algorithm allows to do this via Newton’s formulas, provided that we work
at initial precision α = O(d). Indeed, the ith Newton formula (see Lemma 2, ii) involves a
division by i, so that after using it to compute Ai, a precision v(i) is potentially lost. Since∑d

i=1 v(i) = v(d!) ≈ d/(p − 1), it may thus appear that an initial precision of computations
linear in d is needed to ensure that, at the end, all the Ai’s are recovered at some positive
precision. In terms of computational amount of work, this algorithm would require O(d2)
operations (+,−,×,÷) in Z/pαZ, where α = O(d/p), hence a bit-complexity at least of order
O(d2 Mint(d

p log p)) after Lemma 1.
In this section we propose two faster algorithms. Our first contribution is to show that the

algorithm sketched above (and based on Newton’s relations) already works if we compute only
at precision O(logp(d)). This is a non-trivial and quite surprising result, based on Theorem 1.
As a direct consequence, the resulting algorithm has a smaller bit-complexity, that is, within
O(d2 Mint(log d)) bit operations. Our second algorithm relies on the use of a formal Newton
operator with quadratic convergence and is designed to be employed in conjunction with the
fast multiplication routines. This algorithm also requires to work only in precision O(logp(d)).
Its bit-complexity is in O(M(d) Mint(log d)). Thus, if the FFT-based polynomial multiplication
is used, it is faster than the first algorithm by an order of magnitude.

In what follows we use the following limpid notations: we let α ≥ w(d) be the precision
of computations and let R = Zp/pαZp be the ring of p-adic integers truncated at precision α.
Since it is isomorphic to Z/pαZ, we will make no distinction between these two rings. For i ≥ 1,
we define si and ai in R by si = Si mod pα and ai = Ai mod pα.

5.1 The quadratic algorithm

The first result proves that the loss of precision during the successive divisions by 1, 2, . . . , d in
the algorithm based on Newton formulas does not exceed w(d). This is quite surprising, since
it replaces the a priori pessimistic bound v(d!), which is linear in d/p, by a bound which is
linear in logp(d). From the computational view-point, this enables to save precision and thus
to improve the bit-complexity of the algorithm based on Newton formulas.

Theorem 2. Let 1 ≤ k < d and let a1, . . . , ak be in R such that the equality iai + s1ai−1 + · · ·+
si = 0 holds for i = 1, . . . , k. Then:

(i) There exists ak+1 in R such that (k + 1)ak+1 + s1ak + · · ·+ sk+1 = 0.

(ii) Any such ak+1 satisfies the equality ak+1 = ak+1 mod pα−w(k+1).
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Proof. Let A1, . . . , Ak be arbitrary lifts of a1, . . . , ak in Zp, and let Ak+1 ∈ Qp be defined by
the relation (k + 1)Ak+1 + S1Ak + · · · + Sk+1 = 0. To prove point (i), we show that Ak+1

is in Zp; this will be done by proving the stronger assertion that Ak+1 satisfies the inequality
v(Ak+1 − Ak+1) ≥ α − w(k + 1). To this effect, we introduce two polynomials Pk and Q, and
consider their Newton sums:

• Let first Pk be the polynomial Xk+1 + A1X
k + · · · + Ak+1; by Lemma 2, the first k + 1

Newton sums of Pk are S1, . . . , Sk+1.

• Let next Q ∈ Qp[X] be the polynomial Xk+1 + A1X
k + · · · + Ak+1 and let T1, . . . , Tk+1

be its first k + 1 Newton sums. Then, for i = 1, . . . , k + 1 we have simultaneously

v(iAi + S1Ai−1 + · · ·+ Si) ≥ α and iAi + T1Ai−1 + · · ·+ Ti = 0.

Since Ai is in Zp for i = 1, . . . , k, we deduce by successive subtractions that v(Si−Ti) ≥ α
for i = 1, . . . , k + 1.

Applying inductively Theorem 1 to Pk and Q for all indices i = 1, . . . , k + 1, we obtain the
inequalities v(Ai − Ai) ≥ α − w(i). In particular, since α ≥ w(k + 1), we deduce that Ak+1 is
in Zp.

Let then ak+1 = Ak+1 mod pα: we see that (k + 1)ak+1 + s1ak + · · · + sk+1 = 0, proving
point (i), and that furthermore ak+1 = ak+1 mod pα−w(k+1).

We now prove point (ii). Let then ak+1 be any element of R such that (k + 1)ak+1 + s1ak +
· · · + sk+1 = 0. By subtraction, we deduce that (k + 1)(ak+1 − ak+1) = 0. This implies that
pv(k+1)(ak+1 − ak+1) = 0; since v(k + 1) ≤ w(k + 1), we deduce that pw(k+1)(ak+1 − ak+1) = 0.
In other words, ak+1 = ak+1 mod pα−w(k+1); since we also have ak+1 = ak+1 mod pα−w(k+1),
we obtain ak+1 = ak+1 mod pα−w(k+1), concluding the proof.

Corollary 2. Let f ∈ Zp[X] be a monic polynomial of degree d. Knowing the first d Newton
sums of f at precision α = blogp(d)c+ 1, its coefficients can be computed at precision 1 using

O
(
d2 Mint(log d)

)

bit operations.

Proof. By Theorem 2, the algorithm described in Figure 1 is correct and requires O(d2) opera-
tions (+,−,×) in Z/pαZ and d exact divisions. Lemma 1 finishes the proof.

5.2 The fast algorithm

We present now a fast algorithm to perform the conversion between Newton sums and coeffi-
cients. It is based on the classical fact that this conversion mainly amounts to exponentiate
the primitive of the generating series of the Newton sums (as can be seen from point (ii) of
Lemma 2). Now, nearly optimal algorithms to compute exponentials of power series have been
given by [5] (and already used in [27] for this purpose). They use a formal version of New-
ton’s operator, whose quadratic convergence ensures the good complexity behaviour. Thus, in
principle, a fast version of our algorithm is possible, the only problem concerns the divisions
occurring during the algorithm. More specifically, each iteration of Newton’s operator involves
a primitive computation. Thus, in order to control the loss of precision, we must deal with these
divisions.

The following theorem shows that, as in the case of the quadratic algorithm, a precision
of at most w(d), that is, logarithmic in d, is lost during the Newton’s iterations. This result
allows to obtain a faster (in terms of bit-operations) algorithm than the algorithm described in
Section 5.1.
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Recovering a monic polynomial
from its Newton series

Input: the Newton sums s1, . . . , sd of f in R = Zp/pαZp

Output: the coefficients of f in Fp = Zp/pZp.

a1 ← −s1

for k from 1 to d− 1 do
ak+1 ← − 1

k+1

(
s1ak + · · ·+ ska1 + sk+1

)

return the image of F = Xd +
∑d

i=1 aiX
d−i in Fp[X]

Figure 1: Recovering a monic polynomial from its Newton sums in small characteristic using
Newton’s formulas

Theorem 3. Let k ≥ 1 and let a1, . . . , ak be in R such that ai = ai mod pα−w(i) for 1 ≤ i ≤ k.
Let K = min(2k + 1, d) and let g and δ in R[X] be the polynomials

g = 1 + a1X + · · ·+ akX
k, δ = −

K−1∑

i=k

si+1X
i −

[
g′

g

]K−1

k

.

Then:

(i) There exists h ∈ R[X] such that h′ = δ.

(ii) Let h be such that h′ = δ and h(0) = 0, and let f = g(1 + h) mod XK+1 in R[X]. Then
f has the form 1 + a1X + · · ·+ aKXK , and ai satisfies the equality ai = ai mod pα−w(i)

for 1 ≤ i ≤ K.

Proof. First, we prove the existence of h in R[X] which simultaneously satisfies the conditions of
points (i) and (ii). To this effect, let G be a lift of g in Zp[X] of the form 1+A1X + · · ·+AkX

k,
and let

∆ = −
K−1∑

i=k

Si+1X
i −

[
G′

G

]K−1

k

∈ Zp[X];

note that δ = ∆ mod pα. Let now H ∈ Qp[X] be such that H ′ = ∆ and H(0) = 0; let also
F = G(1 + H) mod XK+1 ∈ Qp[X], and note that F has the form 1 + A1X + · · · + AKXK .
To establish our claim, it suffices to prove that:

• H and F are in Zp[X];

• v(Ai − Ai) ≥ α− w(i) for i = 1, . . . , K.

Indeed, the polynomials h = H mod pα and f = F mod pα are then seen to satisfy the
conditions of point (ii).

Let us consider the logarithmic derivative of F in Qp[[X]]: first, the definition F = G(1+H)
mod XK+1 yields the equality

F ′

F
=

G′

G
+

H ′

1 + H
mod XK .
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Since H ′ = ∆ and H has valuation at least k + 1, this implies

F ′

F
=

G′

G
+ ∆ mod XK ;

in particular, considering the coefficients of degrees k, . . . ,K − 1 shows that
[
F ′

F

]K−1

k

= −
K−1∑

i=k

Si+1X
i. (4)

We now define two polynomials F ∗ and Pk, and study their Newton sums:

• Let first PK be the polynomial XK +A1X
K−1+· · ·+AK ; by Lemma 2, the first K Newton

sums of PK are S1, . . . , SK .

• Let next F ∗ = XK + A1X
K−1 + · · · + AK be the reciprocal polynomial of F and let

T1, . . . , TK be its first K Newton sums. In view of Equation (4), we deduce from Lemma 2
that Ti = Si for i = k + 1, . . . , K.

Thus, the Newton sums of PK of indices k + 1, . . . , K coincide with those of F ∗. On the
other hand, our assumption on a1, . . . , ak shows that v(Ai − Ai) ≥ α − w(i) for i = 1, . . . , k.
We then apply inductively Theorem 1 to F ∗ and PK , for i = k + 1, . . . , K: for any such i, this
yields the inequality v(Ai − Ai) ≥ α− w(i), and thus that Ai is in Zp, since α ≥ w(i).

Thus, F is in Zp[X]. Since G is invertible in Zp[[X]], we deduce that H is in Zp[X] as well.
Letting h = H mod pα, we see that h satisfies the conditions of points (i) and (ii).

Let us now complete the proof, by establishing point (ii). Let thus h be any polynomial in
R[X] such that h(0) = 0 and h

′ = δ, and let f = g(1 + h) mod XK+1, so that the difference
f − f equals g(h− h) mod XK+1.

The polynomial λ = h − h satisfies λ′ = 0 in R[X]; writing λ =
∑K

i=k+1 λiX
i, this means

that λi satisfies pv(i)λi = 0 for i = k + 1, . . . ,K, and thus pw(i)λi = 0 as well since v(i) ≤ w(i).
Let us write f − f =

∑K
i=k+1 ΛiX

i; since f − f = g(h− h) mod XK+1 and w is increasing, we
see by expanding the product that pw(i)Λi = 0 for i = k + 1, . . . , K. This finishes the proof of
the theorem.

Corollary 3. Let f ∈ Zp[X] be a monic polynomial of degree d. Knowing the first d Newton
sums of f at precision α = blogp(d)c+ 1, its coefficients can be computed at precision 1 using

O
(
M(d) Mint(log d)

)

bit operations.

Proof. Theorem 3 shows that the algorithm described in Figure 2 is correct and that it requires∑log2(d)
i=1 O(M(2i)) = O(M(d)) operations (+,−,×) and O(d) exact divisions in Z/pαZ. The

result follows from Lemma 1.

Remark. Without using Theorem 3, we are able to prove only a weaker version of Corollary 3.
That version is not sufficient to our purposes, since it would require as input the first d Newton
sums of f at precision α′ = O(log2 d) instead of α = O(log d) and would have a bit-complexity
upper bounded by O

(
M(d) Mint(log2 d)

)
. Indeed, an immediate count of the divisions performed

by the fast algorithm in Figure 2 shows that at the ith iteration, only divisions by 1, 2, . . . , 2i

occur, so a precision of at most w(2i) could be lost. Thus, an a priori bound of the total needed
precision would be

∑
i≤log d w(2i), which is in O

(
log2 d/ logp(d)

)
. As in the case of the quadratic

algorithm, these bounds are pessimistic compared to those provided by the more refined results
in Corollary 3.
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Recovering a monic polynomial
from its Newton series

Input: the Newton sums s1, . . . , sd of f in R = Zp/pαZp

Output: the coefficients of f in Fp = Zp/pZp

S ← s1 + s2T + · · ·+ sdT
d−1

g ← 1
prec← 1
while prec ≤ d− 1 do

δ ← −
[

g′
g + S

]Min(prec,d−1)

prec/2

h←∑
i≥1 Coeff(δ, i− 1)T i

i

g ← dg(1 + h)e2×prec

prec← 2× prec
f ← rev(g)
return the image of F in Fp[X]

Figure 2: Recovering a monic polynomial from its Newton sums in small characteristic using
Newton’s iteration

5.3 Previous work

Let us compare the complexity of our second algorithm to the other results existing in the
literature. The previous fastest known algorithm for recovering a polynomial from its Newton
sums in small characteristic is due to Schönhage and Pan [28, 22, 23, 24].

As input, this algorithm requires the first 2d Newton sums of f ; it works under the assump-
tion that all roots of f have multiplicities less than p. This algorithm decomposes in two steps:
the first one is quite similar to the fast exponentiation algorithm of [5, 27], which is also the
base of our algorithm; the second step consists in p − 1 Padé approximant computations in
degrees (d/p, d/p). Thus, its arithmetic complexity is O(M(d) + p M(d/p) log(d/p)) operations
in Fp, and its bit-complexity is within

(
O

(
M(d) + pM(d/p) log(d/p)

))
Mint(log p).

To simplify the comparison, let us suppose that the FFT is used and that M(d) = O(d log d).
Thus, the cost of our algorithm is within O(d log2 d log log d) bit operations, while that of
Schönhage-Pan’s algorithm is of O(d log2(d/p) log p log log p) bit-operations. Let p = dβ, with
0 < β < 1. Then the ratio between the two costs equals

d(1− β)2 log2(d)β log d log(β log d)
d log2 d log log d

≈ β(1− β)2 log d.

This estimate shows that is β varies in a fixed range 0 < β0 ≤ β ≤ β1 < 1, our algorithm
is faster roughly by a factor of log d. On the other hand, for β ' 0, that is, for constant p,
the bit complexity of Schönhage-Pan’s algorithm is within O(M(d) log d), which is better than
ours by a log log d factor. Similarly, for β ' 1, that is, when the ratio d/p is constant, the bit
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complexity of Schönhage-Pan’s algorithm is within O(M(d)Mint(log d)), which is in the same
complexity class as our estimates.

One should keep in mind that the input of the two algorithms differ. The next section will
compare the behavious of the two algorithms for a classical application, composed products.

6 Application: composed products

Let k be a field and let f and g be monic polynomials in k[T ], of degrees m and n respectively.
We are interested in computing efficiently their composed product f ⊗ g. This is the polynomial
of degree D = mn defined by

f ⊗ g =
∏

α,β

(T − αβ),

the product running over all the roots α of f and β of g, counted with multiplicities, in an
algebraic closure k of k. The algorithm of Figure 3 was initially proposed by Dvornicich and
Traverso in characteristic zero; its arithmetic complexity is O(M(D)) operations in k.

Composed product

Input: f and g in k[T ]
Output: f ⊗ g

D ← deg(f) deg(g)
S ← [Newtoni(f) : i ≤ D]
T ← [Newtoni(g) : i ≤ D]
U ← [SiTi : i ≤ D]
Recover f ⊗ g from its first D Newton sums U

Figure 3: Computing a composed product

If k has positive characteristic, then the first D Newton sums of f ⊗ g are not enough to
recover it. In [2], it is proposed to use Schönhage-Pan’s algorithm, which requires to compute
the first 2D Newton sums of f ⊗ g, and the assumption that the multiplicities of the roots
of f ⊗ g are less than the characteristic of k. The arithmetic complexity of this algorithm is
dominated by this last part, that is,within O(M(D) + pM(D/p) log(D/p)) operations in k. If
k = Fp, then the bit complexity is in

(
O(M(D) + pM(D/p) log(D/p)

)
Mint(log p).

Now, our algorithm can be used as well in the case k = Fp. The algorithm is a straightforward
consequence of the previous considerations; an important difference is that we now have to
compute the Newton sums of (arbitrary lifts of) f and g in Z/pαZ[T ] instead of Fp[T ]. As
for the Schönhage-Pan’s approach, the predominant part in the complexity estimate is the last
step; thus, the whole bit-complexity of this approach is

(
O(M(D)Mint(log D)

)
bit operations.

In particular, the expected ratio of O(log D) = O(log d) obtained in the previous section when
p = dβ and β varies in [β0, β1] carries over to this situation.

Experimental results We have implemented our fast algorithm for conversion between New-
ton sums and coefficients and applied it to the computation of the composed product of poly-
nomials and compared it to the strategy using Schönhage-Pan’s algorithm.
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Composed product

Input: f and g in Fp[T ] = Z/pZ[T ]
Output: f ⊗ g in Fp[T ] = Z/pZ[T ]

α← blogp(d)c+ 1
R← Zp/pαZp = Z/pαZ
Lift f and g to R[T ]
D ← deg(f) deg(g)
S ← [Newtoni(f) : i ≤ D]
T ← [Newtoni(g) : i ≤ D]
U ← [SiTi : i ≤ D]
Recover f ⊗ g from its first D Newton sums U using Algorithm of Figure 2, and reduce it mod p.

Figure 4: Computing a composed product in small characteristic

We used the NTL C++ package [30]. The computations are done over base rings of type
Z/mZ, where m is a prime power; over such rings, NTL implements polynomial arithmetic
using classical, Karatsuba and FFT multiplications.

Both algorithms share (up to minor modifications) a common exponentiation step based on
a Newton iteration; this step uses the middle product techniques introduced in [15], for which
we relied on the implementation presented in [3]. Schönhage-Pan’s algorithm also requires
Padé approximant computations; we used NTL’s built-in fast extended GCD routines for this
purposes.

For the tests presented in Figure 5, the input is formed by two polynomials of equal degree d,
whose coefficients are randomly picked in Fp, where p is chosen to be the smaller prime greater
than d. Note that the output f ⊗ g has degree D = d2. We let d vary from 10 to 200, so that D
varies from 100 to 40000. All tests were performed on a 500 MB, 2GHz 32 bit Intel processor.
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[14] L. González-Vega and G. Trujillo. Using symmetric functions to describe the solution set
of a zero-dimensional ideal. In AAECC-11 (Paris, 1995), volume 948 of LNCS, pages
232–247. Springer, Berlin, 1995.

[15] G. Hanrot, M. Quercia, and P. Zimmermann. The Middle Product Algorithm, I. Appl.
Algebra Engrg. Comm. Comput., 14(6):415–438, 2004.

13



[16] E. Kaltofen and V. Y. Pan. Parallel solution of Toeplitz and Toeplitz-like linear systems
over fields of small positive characteristic. In First International Symposium on Parallel
Symbolic Computation—PASCO ’94 (Hagenberg/Linz, 1994), volume 5 of Lecture Notes
Ser. Comput., pages 225–233. World Sci. Publishing, River Edge, NJ, 1994.

[17] A. Karatsuba and Y. Ofman. Multiplication of multidigit numbers on automata. Soviet
Math. Dokl., 7:595–596, 1963.

[18] A. Lascoux. La résultante de deux polynômes. In Séminaire d’algèbre Paul Dubreil et
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